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Abstract. Our digital society’s ever-increasing demand for data stor-
age has driven up costs and security concerns, particularly with the shift
towards outsourced third-party storage providers. This transition raises
critical issues regarding privacy, trust, and data availability, i.e. the as-
surance that stored data remains accessible and retrievable.
This paper introduces a novel model that abstracts data-storage mech-
anisms by identifying distinct entities, each with a specific role in man-
aging the data flow. Our model is designed to describe storage mecha-
nisms, ranging from centralized to fully-decentralized systems, together
with some data availability guarantees.
We highlight the underlying trust assumptions, providing a guideline
for understanding application requirements and systematizing knowledge
on data storage and availability. To illustrate our model usefulness, we
examine several real-world data-storage-and-availability solutions, clas-
sifying them within our model as well as showcasing advantages and
disadvantages. We conclude by comparing these solutions, which lets us
propose open questions and future research directions for data-storage-
and-availability methodologies.
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1 Introduction

Our society has become deeply integrated with digital services designed to un-
derstand our needs, anticipate them and better align with our individual re-
quirements. This level of customization is the new expected norm, shaping our
interactions with technology and influencing our daily lives. The vast amount
of data we generate and own is the driving force behind this digital experience.
This data describes everything about our online activities and can come from
any device connected to the web. This sheer volume of information highlights a
significant engineering challenge: how to handle this ever-growing data flow.

Data management is not merely about quantity, since data might be highly
confidential, thus requiring robust privacy guarantees and clear access controls,
to ensure that only authorized entities can obtain or modify such confidential
data. Moreover, despite its digital representation, data must be physically stored
somewhere. This fundamental requirement is sometimes neglected, but it is cru-
cial for ensuring the availability, reliability, and integrity of data. These aspects
are mere examples of the multifaceted nature of data management.
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Our Contribution. This paper aims to introduce a novel abstract model for
both the data-storing process and the availability-verification process. Our model
identifies several roles and procedures involved in data storage, providing a clear
framework for comparing storage strategies. By design, our model categorizes
storage-and-availability processes, ranging from local and centralized solutions
to fully-decentralized protocols, together with different levels of trust, from high-
trust to trust-less domains.

Our model provides a taxonomy of the solutions’ landscape, enabling a better
understanding of each approach. To illustrate this, we provide examples of real-
world storage-and-availability solutions and classify them into the model, so that
we can discuss the pros and cons of alternative methodologies. Our ultimate
goal is to provide a guideline to empower developers and engineers to make
informed choices on the most appropriate data storage solution required by their
applications.

Related Work. Our paper joins a collection of recent systematization-of-
knowledge works in the area of data storage and availability. Unsurprisingly
given the strong link between blockchain technology and cryptography ([24],[10]),
they mainly focus on blockchain-based approaches. Raikwar et al. [22] analyse
the cryptographic primitives/protocols used in the blockchain domain, where
some are related to the confidential storage and availability of stored data, e.g.
they explain proof of retrievability (PoR), how this primitive is used to verify the
retrievability of stored data, and they describe a specific instantiation for Bitcoin
called Retricoin [25]. Zahed Benisi et al. [32] provide a comprehensive overview
on the distributed and decentralized storage solutions with a major focus on the
possible applications, e.g. rollups, outsourcing data storage while maintaining
verifiable traceability, as well as some open challenges. Ernstberger et al. [11]
provide a thorough analysis on data sovereignty, i.e. the ability to have control
on the data, and how this is achieved or guaranteed in decentralized solutions. Li
et al. [16] collect known decentralized storage solutions and provide a comparison
of the technical cryptographic primitives/protocols they use.

We complete these works with our abstract model which provides a more
precise characterization of each solution and which can categorize any solution,
even centralized ones, thus creating a guideline for evaluating data-storage sys-
tems. All of these applications are extensively described in further works such as
Gudgeon et al. [12] and their taxonomy of layer-2 solutions, where decentralized
storage with rigorous availability verification is paramount.

Paper Organization. Section 2 describes our data storage model and clas-
sifying properties , of which we provide an explanation. It also includes some
assumptions, conjectures and (possibly mandatory) cryptographic primitives.
Section 3 lists real examples, how they are designed and how they fit into the
data storage model. We place a strong emphasis on decentralized solutions and
their design choices. Section 4 summarizes our findings by providing a com-
parison of the previous examples, along with some open questions and future
research directions.
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2 Abstract Data Storage Model

This section introduces our data storage model, the entities composing it and
the essential properties used to classify applications. Regarding the essential
properties, we focus on data availability being the main requirement for any
realistic application, i.e. if data is not available, no other property makes sense.

As depicted in Figure 1, our model identifies conceptually different entities
representing separated data-handling phases:

▷ Owner O: this entity owns the data and is the one requesting the data to
be stored. The owner is responsible for preparing the data to store and for
finding a contractual agreement with other entities. This agreement outlines
how the handling will be conducted and the guarantees that must be pro-
vided, e.g. encryption requirements, distribution process to multiple storing
nodes, availability guarantees, etc.

▷ Handler H: the handler plays the role of a file-system, i.e. it coordinates the
owner’s storage requests, finds the appropriate storage nodes, keeps track of
the location of stored data, probes the storage for availability, etcetera.

▷ Storage Node (storer) S: this entity is responsible for physically storing the
data and for retrieving it whenever requested by the handler.

▷ Retriever R: the retriever is the designated entity that receives the owner’s
data from the handler. The retriever is allowed to request the designated
data from the handler.

All these entities and their differentiated roles must coordinate to allow the
correct, safe and trustworthy data storage. This coordination can be classified
by specific flavoured properties, later discussed in detail:
◦ Access Control : describing who has the right to access the data and if this

data must preserve confidentiality during the storage, either from potential
leaks or from a malicious handler/storer. All these are effectively metadata
policies that the owner requests as part of the storage agreement. The access
control allows a clear distinction of the scenarios where the receiver and the
owner are the same entity or not.

◦ Data Handling Technique: the Handler has the task of mapping the data’s
retrieval request to a concrete storage location, thus creating a mapping
between requests and where data is stored, basically a file-system instan-
tiation. This process can be made via as a centralized, distributed or full
decentralized protocol.

◦ Data Storage Technique: once the data arrives at the Storage Node, this must
effectively be stored on a physical medium. Similarly to data handling, this
phase can be made via either centralized, distributed or decentralized solu-
tions. Furthermore, each storage node might use different storing methodol-
ogy to provide a higher level of resilience against faulty storage media.

◦ Proving Data Availability : whenever the data is stored, the owner (or re-
ceiver) might request a proof that the data is available for retrieval. This
proof can be used to coordinate a recovery procedure, to halt rewarding to
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Fig. 1. Our abstract storage model with the fundamental actions between the entities
as arrow. A major (blue) highlight of the data-flow is given.

the storage node, to alert the receiver for the lost of stored data or for other
application-oriented responses.

2.1 Centralized, Distributed and Decentralized

Except for the owner which we assume to always be solo, all the other entities
can be composed of single or multiple parties, hence introducing a trade-off
between trust and resilience. Having single or multiple parties suggests concepts
such as centralized, distributed and decentralized and, despite being often used
interchangeably, we make a clear distinction between the terminologies:

▷ a centralized entity is defined by a single party representing the whole;
▷ a distributed entity is a selected group of parties where new members might

join only according to strict rules (to build up a trust baseline);
▷ a decentralized entity is composed by an open group of parties which have

limited trust between each other since everyone is (mostly) free to join.

In other words, a centralized entity is composed by a single party, while both
a distributed and decentralized entity are composed by several parties interact-
ing with each other to accomplish their goals. The difference between distributed
and decentralized is found in the underlying trust between the parties and in the
related enrolment’s procedure. We define an entity to be decentralized if anyone
can join the entity without specific prerequisites or trust requirements, similarly
to how anyone can join a decentralized blockchain network by merely running a
specific protocol’s code. While, if the enrolment’s procedure comprehends only
selected individuals, we define such an entity to be distributed because the mem-
ber selection process might not follow fair or transparent principles.

2.2 Data Availability

A fundamental requirement for any application is data availability (DA) which
can be described as the concept that “data must be proved available” meaning
that it should be possible to prove that any data stored is indeed available and
can be retrieved by the designated receiver. Differently from other works, we use
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interchangeably the concept of availability and retrievability since, in our model,
if data is retrievable by the correct receiver, then data must be available. For
completeness, data immutability is an orthogonal fundamental property which
we assume to hold at all time since “data should not be (maliciously) modifiable”
guaranteeing the retrieval of the original data.

Before moving to known mechanism used to guarantee data availability, let
us collect precise goals or properties for the proving mechanism:

DA.1 formal verification denotes that the proving mechanism provides a compu-
tationally verifiable proof of data availability, e.g. by using well-established
cryptographic primitives such as Merkle trees;

DA.2 timed proving indicating that the verification procedure should formally
prove the data availability at the exact time of proving and not before,
i.e. the proof request acts as an unpredictable challenge forcing the proving
mechanism to maintain the data available;

DA.3 selective verification indicating the possibility to prove the availability of a
selected portion of the data. This can be useful when multiple files are stored
and only a subset of them must be checked or if the data is too heavy, e.g.
the availability proof might be reduced to uniform randomly selected pieces,
thus providing a measurable probability of the whole data being available;

DA.4 distributed storage meaning that storage should be distributed between dif-
ferent nodes that interact to improve efficiency, rather than merely repli-
cating the storage. Adding a network of storing nodes introduces security
and protocol’s complexity with the advantage of (hopefully) achieving more
advanced features, e.g. threshold procedures or costs offloading;

DA.5 proving resilience denoting that if multiple storage nodes actively cooperate
to store data, they are able to prove the data’s availability even if some of
the nodes are unavailable;

Important aspects when considering data availability are the data confiden-
tiality (depending on the trust model required), the time-frame considered or
the storage duration for which the data is requested to be available (outside this
window, there might not be any guarantees).

Any DA solution is defined by some general procedures, designed to commit
some sort of verification material connected to the data stored, which create a
random computational challenge for the storer that can be answered only if they
have the stored data available.

In the literature, there are many examples of protocols providing DA guar-
antees, each with a specific twist required by their application [20, 26, 21, 7], e.g.
provable-data-possession [2], proof-of-storage [4, 31], proof-of-retrievability [25],
proof-of-ownership [13], proof-of-space-time [19, 33, 3], or similar [8]. While each
solution has its own techniques, we identify some common ones:

◦ erasure codes [6] are often used to extend data into a longer version, from
which some shards are generated and distributed to some storage nodes. The
main reason is that by correctly tweaking the code’s parameters, the data
might be retrievable even with a smaller amount of shards, hence providing
resilience against many attacks on/from the storage nodes.
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◦ Merkle trees (or similar hash-based data structure) are used to compress DA
proofs based on hash-evaluation into a more compact format while providing
paramount immutability guarantees. These solutions offer high throughput
at the cost of limited feature-extensions capability, e.g. many solutions have
private verifiability (only the receiver can verify the DA).

◦ Zero-Knowledge (ZK), as in succinct non-interactive/transparent argument
of knowledge (SNARK/STARK) [17], provide a more computationally-expensive
proving protocol at the benefit of allowing higher degree of expressibility. For
example, differently from the hash-based solutions, many ZK solutions are
designed to permit public DA verifiability.

◦ Commit-and-open solutions, especially via Kate et al. [15] polynomial com-
mitment scheme, where the idea is to encode data into a secret polynomial,
which is publicly committed and provided to the storage node. To generate
a DA proof, the receiver requests the evaluation of the polynomial on some
challenge points, which allows the verification of the polynomial’s knowledge
(this knowledge implies the availability of stored data).

Typically, these solutions are considered in a DA layer which is the network
of interacting entities that creates, handles and verifies the DA proof requests. In
the vast majority of known approaches, this network is based on a (public) ledger
to allow for a sequential and traceable transcript of the stored data’s history. This
ledger also provides an easier computational control of the verification process
by means of smart contracts (or similar programs) that automatically verify DA
cryptographic proofs.

2.3 Rewarding Mechanism

Both storing and proving data availability have a non-negligible computational
cost, which must be considered in applications, thus requiring the introduction
of a rewarding mechanism, i.e. how the effort by any entity should be rewarded
(and by whom).

Intuitively, the owner O and retriever R should pay for the storage and
availability service, but they should be compensated by the handler if their
data is lost (or turns out to be not available in the agreed availability-window).
This suggests O and R pay the handler H, the storer S , or both, depending
on the entities’ independence and the (agreed) work compensations. The total
compensations should consider: the effective costs for the data storage, all the
DA proofs computed by the storage nodes, the handler’s proof verification and
also some management overhead.

As later showcased by the examples in Section 3, the burden of these costs can
be effectively addressed in centralized or distributed scenario, where payments
can be done at the final verification of the correct execution of the service and,
if something goes wrong, the entities are supposed to follow the agreed contract
(which is often legally binding). For example, if S loses the data, R and O
will request a refund from H which must compensate them with an amount
demanded to S for breaching the agreement between S and H.
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The decentralized scenario follows the same payments and claims require-
ments but, depending on the technology used to obtain the decentralization, the
costs might be required to be provided upfront by O . This problem demands
a stricter automatic mechanism to ensure the correct protocol’s execution. The
same might apply to H or S whenever involved in the DA verification process,
e.g. these entities might lock a deposit that will be returned if the verification
is done correctly (together with the appropriate compensation for the work).
Otherwise, the deposit is used as collateral, i.e. to refund O for the data loss.

The rewarding mechanism must therefore provide a cleverly designed in-
centive that avoids favouring malicious behaviour, otherwise malicious entities
would never be punished. Furthermore, it is convenient to publicly maintain
an immutable trace of the rewards, at the advantage of a traceable reputation
mechanism, and to favour algorithmically-defined procedures that automatically
partitions the rewards, e.g. via smart contracts.

3 Classifying Known Solutions

In this section we classify several known solutions in our model. We also pro-
vide explanations on the used methodologies/technologies, together with: some
considerations on costs, the control over data and the required trust level. The
examples are sorted according to the degree of decentralization.

3.1 Autonomous Storage

The simplest solution is to have a unique party acting in all the entities roles,
i.e. the party self-hosts and manages its own data storage and availability.

Such a solution is clearly fully centralized, while confidentiality and resilience
highly depend on the choices made. For example, the storage can be setup as a
RAID system to increase redundancy and resilience against failing hard-drives.
Availability verification does not require any specific procedure, since the owner
has direct (or close enough) access to the storage system. All the costs, both
hardware and management, are on the owner. There is no effective trust required,
except possibly for the hardware itself, which might contain a backdoor.

3.2 Self-Handled Storage

The second-simplest solution considers an owner that outsources its storage to
either a single or multiple storage nodes, in some sort of storage renting where
the owner takes the additional role of the data handler.

We classify self-handled storage to be a centralized handler with distributed
storage. DA mechanisms can be implemented since they are specific protocols. In
this scenario, the data owner autonomously decides to reward verified DA proofs
and all the rewarding rights/guarantees are executed as per contract. To have a
more algorithmic rewarding mechanism, the DA verification might be executed
over any public ledger and with a smart contract. On the other hand, this latter
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idea would defy the purpose of keeping-it-simple, since it would turn the whole
system into a sort of decentralized storage solution, discussed later.

3.3 Cloud Storage

Whenever the data owner outsources the data handling to an either centralized
or distributed entity, the scenario depicts the typical cloud storage service where
users pay a cloud for storage space without any responsibility on how to pre-
pare data for storage. Usually in such solutions, the storage nodes are under the
full control of the handler, which is a unique bigger entity that coordinates the
storage as it better fits its infrastructure. This leads to more efficiency, as for
example a storage contract with fewer retrievability guarantees creates an op-
portunity for the cloud server to save in storage-hardware costs, with the saving
going for investment in some other parts of its system (e.g., cyber security).

Data availability proofs are usually not provided for cloud storage service,
since any data loss is often handled according to some contractual agreements
(e.g., monetary compensation via an insurance). Yet, this cost-efficient strategy
relies on completely trusting the cloud’s promise to keep the data available.

Similarly to self-handled storage, we classify any common cloud storage to be
a centralized handler with distributed storage or distributed handler and storage.
DA guarantees are (usually) not provided because a legally binding contract is
often used to handle the scenario of a data loss. Internally, most probably the
cloud storage services have mechanisms to distribute the stored data to minimize
space costs and to create redundancy to verify that all the data is available (DA.4,
DA.5). Unfortunately, this information is not provided to the data owner.

3.4 Decentralized Storage

The final class considered are decentralized storage solutions, commonly referred
as data availability layers. The conceptual difference from the other examples
is that anyone can join the decentralized network by providing computational
power for data handling or storage space. However, data availability verification
is paramount, since there is no underlying trust among potentially anonymous
parties. These observations lead to consider a public ledger that algorithmically
coordinates at least the reward protocol (if not the entire system), which must
compute and distribute the economic incentives to honest-behaving entities.

The management costs are obviously higher than those of other solutions,
since the coordinating protocols must build trust from scratch, which is known
to be a very expensive process. Fortunately, the security guarantees are stronger,
formally proven and verifiable (at least in principle). Additionally, the rewards
themselves, typically awarded via cryptocurrencies or specific crypto-tokens, can
increase their intrinsic value with the increase of demand for the decentralized
storage service. The value growth pushes more participation in the storage ser-
vice, providing higher stability and resilience for the underlying decentralized
network.
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Differently from other solutions, a decentralized storage based on a public
ledger can more easily be used for roll-ups scaling mechanism. With a roll-up we
mean a protocol aiming for a higher transaction throughput by performing an
aggregation of several transactions into a single transaction. We consider only
roll-ups that also provide an aggregation proof that is effectively reported and
verified (possibly on the main ledger). Any such (aggregated) transaction plus
its proof needs significantly less space than all initial transactions combined.
This space saving opens the door to the scaling down of transaction throughput
on the main blockchain. Without entering into the discussion of computational
costs for such scaling solutions, which is abundantly discussed in the research
community (see e.g., [12, 14, 23]), in any case the initial transactions must be
stored somewhere (i.e., in a DA) and must remain available for verifiers, who can
determine later the correctness of the aggregated transaction and its proof.

From the extensive solution space of DA layers [1, 26, 32, 7, 16], for our
analysis we select Storj [29], FileCoin [21], Avail [5], Sia [28], Arweave [30] and
Celestia [9],checking their techniques to achieve DA guarantees.

Storj. Storj is a cloud-storage service that allows users to store their data in a
distributed cloud system. Storing devices are awarded for the space (and time)
provided and used. Storj’s network is composed by three types of nodes: clients
of the service, Storj’s nodes, which in practice compose the DA layer, and some
special network’s coordinators, which keep note on both the storage network’s
distribution and the rewards accrued by the network’s nodes.

From a technical point of view [29], the owner O encrypts via a symmetric
encryption scheme, e.g. AES256− CTR, their data m and obtains an encrypted
ciphertext c which is split into specific-size shards {ci}i∈I . For each shard, the
storage node S provides a root node and a specific tree level, so that the owner
instantiates a proof-of-retrievability (PoR) by computing, intuitively, a salted
Merkle tree with all shards of O’s interest. To allow resilience against failing
storage nodes, Storj suggests the shard to either be replicated to multiple nodes or
to use erasure-encoding schemes. To select S, Storj is based on a distributed hash
table called Kademlia [18], which creates and maintains a distributed message
routing among nodes, together with some security guarantees. This primitive
allows the association of a unique shard’s identifier, e.g. a digest of the shard,
with a unique node S that is responsible for the storage, up to coordinated
modifications to the distributed hash table’s key-value entries.

The DA verification is done via a challenge-response protocol, where O pro-
vides to S a random salt used during the PoR’s initialization. If the file is avail-
able, S can provide a Merkle proof thus guaranteeing the retrievability of its
shard. The verification process is not automatic and it is intrinsically limited by
the number of salt values chosen during initialization.

Regarding the handler’s role, Storj considers a software solution that should
facilitate networks communications together with the contractual agreements
with the storer for their service (which are coordinated on a public ledger).
Their idea is to detach such responsibilities to a software, which can either be
hosted locally or outsourced to a trusted party.
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We classify Storj as a centralized handler with decentralized storage able to
provide non-timed formal DA proofs of the whole encrypted data (DA.1). The
storage is distributed between the nodes and can be made more resilient (DA.4,
DA.5). Access control is completely left to the owner’s control and, without major
modification to the protocol, it is not trivial to integrate a protocol that allows
new access permissions after-storing, e.g. via proxy re-encryption.

Arweave. Arweave [30] is a decentralized data storing protocol that aims to
provide the infrastructure for the permaweb, i.e. a decentralized version of the
web where content cannot be easily removed, censored or modified (because
distributed over multiple supposedly-independent nodes). The protocol defines
an independent blockchain based over a custom proof-of-work mechanism. Any
transaction contained in the block defines either some exchange of cryptocur-
rency between wallets (e.g. payments) or a data transaction, i.e. a transaction
indicating that some data is requested to be stored by the network (once the
transaction is validated, the network distributes the storing of its data).

Arweave opts for an ad-hoc protocol to seek maximal usage efficiency while
maintaining storage and computational costs relatively low, at the cost of a
more complex tokenomics design (which is well motivated in their documenta-
tion [30]). The core DA verification is executed periodically (approximatively
every two minutes) via a Succinct Proof of Access (SPoA) that acts similarly
to Merkle-tree/hash-based PoS primitive by providing the proof for the whole
Merkle-path for some challenged leaf. Differently from other solutions, SPoA is
mainly designed to be used in more complex protocols able to prove the avail-
ability of replicated data on random offsets and time, by means of a verifiable
delay function (VDF). We classify Arweave as a decentralized handler and storage
system, designed over an ad-hoc blockchain, which provides timed DA proofs
verified by the network and used to mine the next block (DA.1, DA.2, DA.3).
Each node decides what data to replicate based on its country’s legislation and
some tokenomics incentives, needed for the replication of less distributed data
(DA.4, DA.5).

FileCoin. FileCoin [21] is a decentralized storage framework that introduces an
economically incentivized mechanism on top of the InterPlanetary File System
(IPFS) [27], i.e. a decentralized peer-to-peer storage and retrieval network mostly
used for decentralized web services. Differently from Storj, FileCoin provides the
rewarding infrastructure on top of the already existing IPFS storage layer.

Technically, such an infrastructure is based on a public ledger that stores the
agreements between owners and storage nodes. These agreements are created via
a bidding procedure. More specifically, the owner creates an order specifying the
storage and availability requirements, while the storing nodes bid to win the deal
which is agreed between the parties via its mutual signature. All the storage costs
are therefore independently agreed upon between owner and storage nodes. The
protocol enables the handlers to be rewarded for both maintaining the different
data-structure required and providing security and fairness guarantees in case
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of disputation, e.g. if after some time, the stored data is not available or cannot
be retrieved.

The IPFS provides addressable storage-location, that is, any file in the peer-
to-peer system can be uniquely identified by the entire network. Such an identifi-
cation is specified in the deal, thus clarifying the logical position where the data
must be stored. Notably, the file retrieval can be done off-chain by exchanging
data chunks for micropayments that can be reported to the ledger for the correct
reward (which is managed by the handlers’ decentralized network).

Regarding the DA, FileCoin provides a proof-of-spacetime primitive that cre-
ates PoS proofs for a chosen period, i.e. a proof that the data is retrievable for a
specifically chosen window of time. The main idea is to exploit more computa-
tional time for the proof generation the proof, while reducing the communication
costs (this cost reduction is especially notable when compared with the periodical
execution of an entire PoS verification round). Intuitively, the primitive sequen-
tially generates challenges from three inputs: an initial challenge, a counter and
the current interaction proof. The computed challenge is used to compute the
PoS Merkle proof, in the same spirit as Storj’s one, which is the input for a
zero-knowledge SNARK that compacts the proof. Providing “time guarantees” is
obtained by requiring the proving interaction to be executed t times which would
require noticeable computational cost (which translates to wall-clock time).

We classify FileCoin as a decentralized handler with decentralized external
storage (IPFS) that can provide timed DA proofs verified by the network (via
smart-contracts) of the whole or partial data according to IPFS’s file management
(DA.1, DA.2, DA.3). Even if the storage is distributed over the IPFS’s network,
there are no (concrete) threshold storing mechanism, rather, the resilience is
obtained by having a large replicating network. As per FileCoin, access control
is completely left to the owner’s control.

Sia. Sia [28] is a framework based on a dedicated blockchain where storage con-
tracts are agreed upon of which design reassembles the Bitcoin blockchain with
major differences on the transaction format and goals. In particular, Sia’s trans-
action does not consider a scripting language and mainly focuses on providing
the use of a multi-signature scheme where contracts, DA proof and contract up-
dates are the only possible encoded messages. The DA verification are defined
using a hash-based PoS and the framework allows for periodic release of rewards
without interaction from the data owner, i.e. the contract defines the signing
rules for the automatic rewarding of the storage node.

We classify Sia solution as a decentralized handler with a decentralized peer-
to-peer storage that provides DA’s guarantees on the whole or partial data (DA.1,
DA.2, DA.3). As per protocol definition, the storage is not natively distributed,
i.e. multiple contracts must be created and the data must be appropriately han-
dled to achieve a somewhat threshold reconstruction mechanism.

Avail. Avail [5] introduces a framework for unifying blockchain networks. For
our work, we focus on the underlying DA layer proposed with major interest in
how data is prepared and their DA verification mechanism. Avail’s DA layer is
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based on a decentralized blockchain where storage nodes and handlers, called
validators, maintain trace of all the stored data and agreements between owners
and storage nodes made via smart contracts, similarly in spirit to FileCoin but
with a different approach because Avail is not based over IPFS.

The major technical difference is that Avail’s ledger stores, together with the
entities agreements, the effective DA verification protocol’s transcription, i.e. the
whole proving is publicly executed and verified on the ledger by strictly follow-
ing the rules provided in a smart contract. The key point is that the owner is
not required to be online to provide a challenge for the verification by the cryp-
tographic primitive. Whenever data must be stored, data is first encrypted (as
other solutions) and represented as a matrix of which data chunks for each row
is considered as a secret polynomial to be used in the Kate et al. [15] polyno-
mial commitment scheme, i.e. the polynomial is homomorphically evaluated on
a publicly random secret value, with the related result published as the commit-
ment of the secret polynomial. All the commitments from the rows3 are posted
on the Avail’s DA ledger and, if verified, are effectively published.

To prove availability, a smart contract managing the agreement’s rewards
can be programmed to require a proof over a challenge computed by the cur-
rent (hash of the) status of the ledger which is (perhaps optimistically) assumed
to be unpredictable. Each storer computes the DA proof, composed of the se-
cret polynomial’s evaluation on the provided challenge, and the KZG’s proof,
to allow handlers to verify proofs and correctly execute the smart contract’s
rewarding mechanism. By cleverly shaping the representation matrix, the pro-
tocol allows selective proving, e.g. different files are committed into different
polynomials because of their placement in the matrix representation, thus per-
mitting the verification of specific data by requiring the (proved) evaluation of
selected polynomials. Such a property enables selective verification that reduces
the bandwidth demanded to the network and an increased scalability.

Another technical advantage of using a publicly verifiable scheme, such as
KZG, is the possibility to create light clients, i.e. handlers in our model that
preserve a partial status of the underlying ledger. Each light client can store for
a limited time a bounded amount of partial DA proofs. All clients are intercon-
nected into a peer-to-peer network that acts as a local-cache of the current DA
network. Any of their proofs can be publicly verified, which guarantees that the
light clients are not maliciously faking the DA proofs.

The light client’s network would offload additional workload from the net-
work allowing any party willing to check the availability of some data to query
the local-cache instead. Having lower latency allows a quicker access to the avail-
ability proofs and allows a (possible) quicker access to the data/proof.

The natural problems arising are all about correctly handling cache-lifetime,
e.g. the availability proofs provided by the cache might be different from the real
availability which might have consequences, especially if the ledger’s handlers

3 The white-paper [5] specifies the usage of an erasure code to extend either the
matrix columns or the computed commitments. The paper does not provide a precise
formulation thus we limit our description.
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decide to provide a DA proof that will survive in the peer-to-peer cache while
effectively making the data unavailable.

Avail considers tokenomics for their entities, where requesting to storage is
paid by the owner and the DA proofs are used to finalize the payments via a
smart contract, where forcing the availability proofs to be stored on the ledger
provides accountability. At the same time, honest validators (handlers) are re-
warded by the ledger’s block-generation fees plus additional estimated expenses
to run smart contracts. Notable, only the light clients are not paid for their effort
to lowers the systems’ demands however, such a rewarding mechanism might be
hard to provide by the very nature of the peer-to-peer network and an unintu-
itive challenge to solve: it is unclear how to provably count the access to valid
cached proofs.

We classify Avail’s DA layer solution as a decentralized handler with de-
centralized storage that provides timed DA proofs verified by the network (via
smart-contracts) of the whole or partial data (DA.1, DA.2, DA.3). The effective
storage is distributed and allows concrete threshold reconstruction mechanism
using erasure codes (DA.4). The cached-proofs, stored by the light-clients peer-to-
peer network, provide redundancy of the main ledger, systematically offloading
efforts on it, which can be better spent into the ledger maintenance (DA.5). As
in other solutions, the owner fully controls the access on data.

Celestia. Celestia [9] is a development framework for decentralized application
of which data storage and availability layer is based on Al-Bassam [7] and Al-
Bassam et al. [8] works. Similarly to other solutions, the DA layer is an indepen-
dent blockchain with a self-sustaining tokenomics that rewards honest behaviour
of the network and storage nodes. Even if the DA guarantees are hash-based,
the underlying proving methodology considers a two-dimensional matrix where
the data is expanded into a Reed-Solomon Encoded Merkle Tree, i.e. the data is
first extended via a Reed-Solomon code and later a Merkle-tree root is evaluated
for each column and row for later combining all these values into a single root
value. The matrix structure, together with the increased number of Merkle-roots
considered, enables the verification of only selected columns/rows and, similarly
to Avail, lets light clients reduce the distribution’s costs of the DA proofs from
the main network.

From the white-paper underlying the protocol [7, 8], we classify Celestia’s DA
layer solution as a decentralized handler and storage that guarantees DA verifica-
tion of the whole or partial data (DA.1, DA.3). The storage is distributed and the
protocol is designed to use erasure codes techniques (DA.4). This way, Celestia
obtains the decentralization of the DA proving costs among nodes (DA.5).

4 Discussion and Future Directions

All known solutions introduce some tweaks to better fit the application they are
designed for. We report in Table 1 the classification of such solutions into our
model and the properties highlighted in Section 2. Our model does lead to
a systematic classification highlighting differences between these solutions, e.g.:
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Table 1. Summary for the examples of Section 3, according to our model (Section 2).
The symbol ✓ indicates presence/compliance, ∼ if optionally implementable, ✗ lack of
feature, ? if unknown from the literature, and a dash “–” if not relevant. We denote
the owner with O, the handler with H, the storer with S and the retriever with R.

O
w

n
er

H
an

d
le

r
S
to

re
r

R
et

ri
ev

er
F
u
ll

O
C

on
tr

ol
C

on
fi
d
en

ti
al

it
y

D
es

ig
n
at

ed
R

P
ro

x
y

re
-e

n
cr

y
p
ti
on

S
C

en
tr

al
iz

ed
S

D
is

tr
ib

u
te

d
S

D
ec

en
tr

al
iz

ed
D
A

P
ro

v
in

g
H

C
en

tr
al

iz
ed

H
D

is
tr

ib
u
te

d

H
D

ec
en

tr
al

iz
ed

C
on

tr
ac

tu
al

M
ar

ke
t

R
ed

u
n
d
an

t
N

et
w

or
k

D
A
.1

D
A
.2

D
A
.3

D
A
.4

D
A
.5

A
u
to

m
at

ic
D
A

S
m

ar
t

C
on

tr
ac

t
D
A

C
ry

p
to

gr
ap

h
y

Protocol Roles Access Storage Handling Data Availability

Autonomous O O O O ✓ – – – ✓ – – ✗ ✓ – – ✗ ✗ – – – – – – – –
Self-Handled
(single storer)

O O S O ✓ – – – ✓ – – ∼ ✓ – – ✓ ✗ ∼ ∼ ∼ – – – – As O desire

Self-Handled
(multi storer)

O O S O ✓ – – – – ✓ – ∼ ✓ – – ✓ ✗ ∼ ∼ ∼ – – – – As O desire

Cloud Storage
(typical)

O H H R ∼ ✗ ✓ ✗ – ✓ – ✗ ✓ ✓4 – ✓ ✓ – – – ✓ ✓ – – –

Storj O H S R ✓ ✓ ✓ ∼ – – ✓ ✓ ✓ ? – ✓ ✓ ✓ ✗ ✗ ✓ ✓ ∼ ✓ Hash-based PoS

FileCoin O H S R ✓ ✓ ✓ ∼ – – ✓ ✓ – – ✓ ✓ ✓ ✓ ✓ ✓ – – ∼ ∼ PoS and SNARK

Avail O H S R ✓ ✓ ✓ ∼ – – ✓ ✓ – – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ KZG

Arweave O H S R ✓ ✓ ✓ ∼ – – ✓ ✓ – – ✓ ? ✓ ✓ ✓ ✓ ✓ ✓ ✓ ? Hash SPoA, VDF

Sia O H S R ✓ ✓ ✓ ∼ – – ✓ ✓ – – ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✓ ✓ Hash-based PoS

Celestia [7, 8] O H S R ✓ ✓ ✓ ∼ – – ✓ ✓ – – ✓ ? ✓ ✓ ✓ ? ✓ ✓ ? ?5 Merkle Matrix

◦ Differently from other protocols, Storj seems to prefer a (software) centralized
solution. One of their future goal is to provide a (software) decentralized
solution to align with similar different solutions.

◦ Differently from Avail and Storj, FileCoin does not develop specific redun-
dancy/threshold mechanism to protect against the loss of data shares (be-
cause this should be handled by the underlying IPFS layer).

◦ FileCoin is designed for direct coordination between O’s storage demand and
store nodes, while Storj and Avail focusses more on an offer-framework where
the deals are agreed upon a market which is available on the public ledger.

◦ Avail is the only protocol to define a peer-to-peer network composed of light
clients that crate an effective cache of the DA layer. This idea provides clear
intra-network optimizations that improve with the increase of the peers net-
work. However, the white-paper [5] does not offer enough details to under-

4 Cloud storage providers might distribute their workload or provide multiple access
point for the storage service. We identify both as possible without separating the
table’s entry.

5 From the research articles, it is not specified if the DA verification can be sponta-
neously requested by the network, if the proofs can effectively be prepared before
hand and/or if the layer provides smart contracts to create a contract.
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stand the limitations, how natural cache-memory problems are solved and
which security assumptions are proved.6

4.1 Further Comments

While investigating the literature, we noted that no PoS/DA solution (with de-
tailed technical white-paper) is designed around the idea of utilizing the peri-
odical DA proofs as a possible mechanism to facilitate a possible data-recovery
procedure. For specific scenarios where the data is not too big, imagine the han-
dler verifies and stores t DA proofs on the ledger which are exactly the amount
of proof requested by a contractual agreement. The consecutive protocol’s exe-
cution would suggest that the storage node provides to the retriever the data.
However, a malicious retriever might act as the data is corrupted thus forcing a
rewarding resolution based on the smart contract’s code.

Following our previous discussion, what we suggest is to have a reconstruction
algorithm that takes the verified DA proofs and outputs the data. For example,
Avail uses KZG polynomial evaluations as proofs which, by algebraic properties,
would allow the reconstruction of the whole polynomial if the correct amount of
evaluations is known, i.e. one more than the degree of the polynomial. Therefore,
a timed mechanism that publicly releases proofs and, after a pre-defined number
of periods, automatically permits recovery of committed data.

4.2 Conclusions

The domain of data storage and availability is a rapidly evolving environment
where new ideas and techniques often mixes with specialized features oriented
to real-world applications. Our model leads to a precise classification of these
solutions (and more traditional ones), providing both help for comparing storage
systems and a guideline for developers searching the best-fitting framework (that
achieves their requirement without introducing additional complexity).

Acknowledgments. The authors would like to thank Ripple’s University Block-
chain Research Initiative, Amit Chaudhary and the MindCrypt team.
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